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Abstract: This study analyzes the handling noises that occur when a finger
is slid along a wound string. The resulting noise has a harmonic structure due
to the periodic texture of the wound string. The frequency of the harmonics
and the root-mean-square amplitude of the noise were found to be linearly
proportional to the sliding speed. In addition, the sliding excites the longitu-
dinal modes of the string, thus resulting in a set of static harmonics in the
noise spectrum. The sliding excites different longitudinal modes depending
on the sliding location.
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1. Introduction

Although the basic vibrational behavior of musical strings is extensively studied in the literature
(see, for example, the book by Fletcher and Rossingl), not much is known about the uninten-
tional handling sounds a musician makes when playing a stringed instrument. Interestingly,
musicians, especially in classical music, often tend to avoid making these sounds, but artifi-
cially removing them completely will make the music sound unrealistic. This is one reason why
synthetic music can sound less lively, or more machine-like, than a real recording.

One approach to correct this machine-like quality in synthesizers is to record a sample
library of different handling sounds and trigger a sample whenever a specific sound is needed,
as done by Laurson et al.* On the other hand, a parametric model would provide a more flexible
and memory-efficient way of implementing the handling sounds. More information concerning
parametric or model-based sound synthesis can be found, for example, in the report by Valiméaki
et al.’ Obviously, before a parametric model for the handling noises can be constructed, an
in-depth analysis of the noise type must be presented.

This study analyzes the handling noise generated by sliding the fingertip or nail along
a wound string, thus producing a squeaky sound. This type of handling noise, usually called
“fret noise” in the guitar terminology, can be heard often wherever a wound string is played with
fingers. For the remainder of the article, this squeaky sound is simply referred to as handling
noise.

This article is organized as follows: The measurement setup is described in detail in
Sec. 2, and the general structure of the handling noise is explained in Sec. 3. A thorough analy-
sis of the time-varying noise components is presented in Sec. 4, while the static noise compo-
nents are analyzed in Sec. 5. Finally, conclusions are drawn in Sec. 6.

2. Measurement setup

The wound string handling noises on a steel-string acoustic guitar (Landola D-805E) were re-
corded in the small anechoic chamber at the Helsinki University of Technology. The guitar was
placed in the normal playing position (in the player’s lap), and the sound was picked up by a
microphone (AKG C 480 B, cardioid capsule) 50 cm away from the soundhole along the line
normal to the soundboard. The signal was recorded digitally (44.1 kHz, 16 bits) with a sound
card (Edirol UA-101) to the hard drive of a Macintosh laptop.

The handling noises were created by sliding the fingertip or nail along the wound 6th,
5th, and 4th strings. During the measurements, the slide was performed on one string at a time,
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Fig. 1. A spectrogram of the handling noise created by sliding a finger on a wound guitar string. A 12 ms Hamming
analysis window was used with 75% overlap. The noise clearly has a harmonic structure, where the frequency and
amplitude of the harmonics increase with the sliding velocity. In addition to the moving harmonics, static harmonics
(denoted by arrows) can be found in the spectrum.

and all other strings were damped with tape to prevent them from ringing. Although the analysis
for only the 6th string is presented in the following, these results were found to apply to other
wound strings as well.

3. General structure of the handling noise

The resulting spectrogram in Fig. 1 shows that the noise has a smooth lowpass character with a
time-varying harmonic structure. The frequency of these harmonics depends on the slide veloc-
ity; a faster slide will lift the harmonics in frequency. This effect was found already earlier in a
recent study.* Also, the amplitude of the handling noise increases with slide velocity. It can be
seen in Fig. 1, that the slide first increases and then decreases its velocity. This is natural, since
the finger first accelerates and then decelerates when changing position on the string.

The presence of the time-varying harmonics can be explained by the surface texture of
the wound string: each time the finger passes over a single winding turn, it will produce a noise
pulse. Since the winding pattern is periodic, the resulting sound will be a train of noise pulses,
and thus have a harmonic structure. Naturally, a faster slide will shorten the time interval be-
tween the noise pulses, thus raising the harmonics in frequency.

In addition to the moving harmonics, less intensive static harmonics can be found in
the spectrum. These are illustrated with arrows in Fig. 1. The static harmonics are due to the
longitudinal vibration of the string: the finger excites the longitudinal modes while scratching
the surface of the string.

With this in mind, the handling noises can be thought of as consisting of an exciter and
aresonator part. The excitation, created by the moving string-finger contact, is discussed in Sec.
4, while the resonator, consisting of the string vibrations, is discussed in Sec. 5.

4. Analysis of the time-varying finger-string excitation
4.1 Harmonic components

As explained above, an object (finger, nail, or plectrum) moving on a wound string creates a
periodic pulse train, i.e., a velocity-dependent harmonic force excitation to the string. This force
can be approximated as a periodic pulse train:

F(r) = [E 6<trk>] .0 (1)
k

where 7 denotes time, Jis Dirac’s delta function, ¢, is the time instant of the kth pulse, and f{¢) is
the impulse response of a single pulse that is generated when a finger slips from one winding.
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Fig. 2. Normalized rms noise value as a function of the sliding speed. The circles denote 20 different slide events
performed on the fingernail. The dashed line represents a straight-line fit to the data, where the standard deviation of
the residues is 0.053.

The operator * denotes convolution. Thus, the excitation force presented in Eq. (1) can be in-
terpreted as a periodic Dirac train filtered by the transfer function of a single pulse. When the
sliding velocity is constant, ¢, has the form

k
e=—", 2
b 2)
where d,, is the wound density (wounds per meter) and v; is the sliding speed (meters per sec-
ond).

When the sliding speed varies in time, the harmonic frequencies change. The relation-
ship between the harmonic frequencies and the sliding speed can be given as f3,=nvd,,, where
n=1,2,3,... is the mode number. This relation was found to coincide well with the results
obtained by tracking the lowest harmonic frequency and the sliding speed on the recordings.

4.2 Handling noise amplitude

The amplitude of the handling noise as a function of the sliding velocity is illustrated in Fig. 2.
The figure was obtained by evaluating 20 slide events, where the user slide his fingernail the
distance of 23 cm on the surface of the string while attempting to maintain a constant sliding
speed. The sliding velocity was approximated by dividing the distance (23 cm) by the duration
of each slide event. The vertical axis in Fig. 2 denotes the root-mean-square (rms) value of the
slide events, normalized to between zero and unity. It can be seen that the rms value of the
handling noise is approximately linearly dependent on the sliding speed.

It must be noted that, due to the measurement setup, the finger speed could only be
kept approximately constant during the slides. However, small variations in the sliding speed
average out when the rms value is taken.

5. Analysis of the string resonances

Naturally, the force exerted by a sliding object to the string excites the transversal and longitu-
dinal vibrational modes. The object can also, depending on its type, damp the string vibrations,
especially in the transversal direction.

In other words, for rigid and relatively sharp objects, such as a plectrum, mode damp-
ing is minimal, and the transversal vibration plays a major part in the handling sound. The “pick
scrape” effect in contemporary electric guitar playing is a good example of this; the player
scrapes the plectrum against the string with a long movement, in order to produce a grinding
sound with a changing pitch. The pitch change is caused by the change in the string’s length
from the transversal vibration point of view: the moving plectrum acts as a rigid termination and
divides the string into two segments. Since the magnetic pickup is located near one end of the
string, it typically registers the vibration of only one of these segments.

On the other hand, a fingertip effectively attenuates the transversal vibrations, so the
string vibrates mostly in the longitudinal direction. Since this type of handling noise generation
is much more common, the longitudinal mode excitation is considered more thoroughly in the
following.
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Fig. 3. Spectrograms of the scratch noise on the damped 6th string of an acoustic guitar. A 23 ms Hamming window
with 75% overlap was used in analysis. The string was scratched with a fingertip, while (a) it had an open length. In
(b) and (c), a capo was applied (b) at the third and (c) at the fifth fret. In (a), the dotted white line illustrates the
frequency of the Ist and 3rd static harmonics (1400 and 4200 Hz, respectively). In (b) and (c) the white line denotes
the frequency where the static harmonics should be located if they were a function of the length of the string. As can
be seen, the static resonances coincide well with the dotted lines.

The partial differential equation for the longitudinal string vibration can be formulated
as follows:’

PE_ L PE L 0E
no = ES 5= 2R+ d(x.0), 3)

where &(x, 1) is the longitudinal displacement of the string, E is Young’s modulus, S is the cross-
section area of the string, and yx is the linear mass density. The propagation speed is c;
= \/m = \/E_p, where p is the density of the material. Thus, the propagation speed is constant
for a given material and does not depend on string tension, unlike in the case of the transverse
vibration. The function R(f) is the frequency-dependent frictional resistance. The excitation
force density is denoted by d(x, ). When the string is excited at one point x.,., the spatial dis-
tribution of the force can be approximated by a Dirac function: d(x,#)= 8(x.y.)F (). The force
acting on the bridge, F,, can be computed as the tension variation at the bridge termination, that
is F,=ES(9&/ 0x)|y=0.

For a given excitation force F(¢) at the position x.,, the bridge force can be approxi-
mately computed as follows:°

ES <) k k
Fy(f) =3 = R0 sin(2afi) [ * sin<%>m) . 4)
ML7 S U L

The longitudinal modal frequencies f;,=kc;/(2L) depend on the propagation speed ¢; and string
length L. In Eq. (4) it can be seen that the force signal excites a set of parallel resonances and
that the excitation amplitudes depend on x.,.. As a special case, those modes that have a node at
the excitation point will not be present. In addition to eliminating some harmonics, the excita-
tion position x.,. has a strong influence on the general shape of the spectrum. For x.,,~0 or
Xexe = L the first few longitudinal modes are only weakly excited.

The assumption that the static components are originating from the longitudinal vibra-
tion is confirmed by measurements. It can be seen in Fig. 1 that the static components have a
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Fig. 4. The averaged power spectrum of the handling noise when the 6th string is scratched at 1/2 (top pane), at 1/3rd
(middle pane), and at 1/4th (bottom pane) of the string’s length. A magnitude offset of 20 dB was applied to the
spectra for clarity. An averaging window of 23 ms was used. The k values and the vertical dotted lines denote the
longitudinal mode numbers and locations, respectively.

clear harmonic structure and are around those frequencies where the longitudinal modes are
expected when calculated from the physical parameters of the string. Moreover, the frequencies
do not change as a function of tension. Instead, they are inversely proportional to string length,
being in good agreement with theory. This is shown in Fig. 3. When the string is excited at
different positions, the shape of the spectrum changes considerably. Figure 4 shows special
cases of exciting the string at half, one third, and one fourth of its length, and leading to the
expected result that every second, third, or fourth harmonic is missing from the power spectrum.
The time-varying contact noise caused by the string excitation is averaged mostly at low fre-
quencies. This explains the spectral peaks below the first longitudinal modes in Fig. 4.

6. Conclusions and discussion

The handling noises created by sliding a finger on a wound string were analyzed. The resulting
noise can be interpreted to be a result of an exciter-resonator system. The moving finger-string
contact forms the exciter part: a lowpass-type noise with a clear harmonic structure is created
when the finger rubs against the string windings. The harmonic frequencies and the rms ampli-
tude of the handling noise were found to be linearly dependent on the slide velocity.

The resonator part consists of the vibrational behavior of the string. The sliding con-
tact excites mainly the longitudinal string modes, since transversal vibration is effectively
damped by the soft finger-string contact itself. Naturally, different longitudinal modes are ex-
cited depending on the finger location. When a harder object, such as a plectrum or bottleneck,
is used in the slide, transversal modes will be more significant. Sound examples of different
handling noises are available in the companion web page of this article: http://
www.acoustics.hut.fi/publications/papers/jasael-handling-noise.

A simple signal-based model for synthesizing contact sounds on wound strings has
been introduced in an earlier study.4 However, based on the knowledge obtained in this article,
a more sophisticated physics-based model for synthesizing wound string contact noises will be
presented in an upcoming article on slide guitar synthesis.” There, the contact noise between a
wound string and the slide tube is synthesized with a noise pulse train-based parametric model.
Transversal string vibration is implemented with digital waveguides, and the longitudinal
modes are created with static resonators.
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Abstract: Near-Poisson variability in auditory-nerve (AN) responses lim-
its the accuracy of automated tuning-curve algorithms. Here, a typical adap-
tive tuning-curve algorithm was used with a physiologically realistic AN
model with and without the inclusion of neural randomness. Response ran-
domness produced variability in O, estimates that was nearly as large as in
AN data. Results suggest that it is sufficient for AN models to specify fre-
quency selectivity based on mean Q, values at each characteristic frequency
(CF). Errors in estimates of CF, which decreased from +0.2 octaves at low
frequencies to +0.05 octaves at high frequencies, are significant for studies of
spatiotemporal coding.
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1. Introduction

Automated tuning-curve algorithms have been used for many years to characterize the tuning
properties of auditory-nerve (AN) fibers (Liberman, 1978; Miller et al., 1997; Heinz and
Young, 2004). The sound pressure level necessary to increase the AN response to a 50-ms tone
by a small criteria (typically 1 spike) is determined as a function of tone frequency in order to
map the threshold tuning curve. The near-Poisson variability of AN responses limits the accu-
racy with which individual thresholds can be estimated quickly. For example, empirical data
suggest that a standard deviation of 1.25 spikes is expected within a 50-ms window for a fiber
with an overall discharge rate of 50 spikes/s (Young and Barta, 1986; Winter and Palmer,
1991). Thus, a typical high spontaneous-rate (SR) fiber has a standard deviation that is larger
than the typical criterion used to estimate threshold. Adaptive tracking procedures are used as
an efficient method to estimate thresholds given the random nature of AN responses. However,
the relatively short holding time for AN-fiber recordings requires a compromise between an
adaptive algorithm with great accuracy and one that is quick enough to allow other stimuli of
interest to be presented.

Given the necessarily quick nature of the automated algorithms, there is some amount
of variability in parameters that are estimated from tuning curves. Characteristic frequency
[(CF) the frequency to which a fiber responds to the lowest sound level], fiber threshold (the
threshold sound level at CF), and O, (a measure of sharpness of tuning equal to the ratio of CF
to the bandwidth 10 dB above threshold) are typical parameters derived from tuning curves.
Population plots of thresholds and Q,, values derived from tuning curves typically show a range
of values at each CF (e.g., Liberman, 1978; Miller ef al., 1997). Although much of the variabil-
ity in threshold arises from the dependence of threshold on SR, thresholds for individual fibers
have been shown to differ from thresholds estimated from rate-level functions by =10 dB
(Liberman, 1978). The observed variability in O values has provided a challenge to AN mod-
eling studies because AN fibers with similar CF and different O, values would be expected to
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show somewhat different responses to complex stimuli, such as vowels (Bruce et al., 2003).
However, it is possible that much of the O variation observed in the data may simply be due to
variability in O, estimates derived from automated tuning-curve algorithms. Finally, although
it is not apparent in typical AN-fiber population plots, there is also likely to be variability in
estimates of CF. Although such variability may be insignificant for single-fiber response prop-
erties, there has been a long-standing interest in spatiotemporal coding mechanisms that rely on
the relative temporal patterns across AN fibers with slightly different CFs (Shamma, 1985;
Deng and Geisler, 1987; Heinz et al., 2001; Carney et al., 2002; Cedolin and Delgutte, 2007;
Heinz, 2007). Such across-CF mechanisms have a strong parametric dependence on the CF
difference between AN fibers and this parameter will have a variability that is roughly twice as
large as the variability in individual CF estimates. Thus, it is also important to examine the
precision with which CF is estimated from typical automated tuning-curve algorithms.

2. Methods
2.1 Auditory-nerve model

The AN model described by Zilany and Bruce (2006) was used in this study. This phenomeno-
logical AN model represents an extension of several previous versions of the AN model that
have been extensively tested against physiological responses to both simple and complex
stimuli, including tones, two-tone complexes, broadband noise, and speech (Zhang et al., 2001,
Bruce et al., 2003). Important for the purposes of the present study, the model has been fit well
to tuning curves and to the statistical properties of AN responses. Tuning-curve parameters
derived from the model were shown to match very well with those derived from neurophysi-
ological data collected from cats (Miller ez al., 1997). Model thresholds match well across CF to
the lowest thresholds from the cat data, whereas Q, values derived from model tuning curves fit
well with the 50th percentile of the O data from cats as a function of CF. The statistics of AN
responses are represented in the model by using the time-varying discharge rate waveform as
the driving function to a nonhomogeneous Poisson process, which has been modified to include
both absolute and relative refractory effects. Although this Poisson-based model does not cap-
ture all of the detailed stochastic properties of AN fiber activity (e.g., Heil et al., 2007), the main
statistical properties that are most relevant to the present study are well represented by this
model (e.g., Young and Barta, 1986).

In the present study, tuning curves were measured based on outputs at two different
model stages to evaluate the effect of randomness on tuning-curve estimates. To include the
neural variability associated with AN responses, tuning curves were first measured based on the
spike outputs of the model. To remove the effects of randomness (and refractoriness), model
tuning curves were also measured based on the time-varying discharge rate waveforms prior to
the generation of spikes. Note that this version of the model contains all other response proper-
ties, including the adaptation associated with synaptic transmission. Because of the adaptive
nature of the tuning-curve algorithm, separate tuning curves had to be derived for each of these
cases. All model simulations are for high-SR fibers and are based on the SR value (50 spikes/s)
for which this AN model was designed and tested (Zilany and Bruce, 2006).

2.2 Automated tuning-curve algorithm

The adaptive algorithm used here has been used in numerous experimental studies to measure
frequency threshold tuning curves of AN fibers (e.g., Liberman, 1978; Miller et al., 1997; Heinz
and Young, 2004). This algorithm, which is described in detail by Liberman (1978), represents
an efficient method to track the threshold sound level necessary to elicit a small increase in
AN-fiber response as a function of frequency. At each frequency, the number of spikes occur-
ring in the final 50 ms of a 60-ms tone (with 5-ms rise/fall ramps) is compared to the number of
spikes occurring in the final 50 ms of the 60-ms window following the offset of the tone. If the
difference is larger than a specified criterion (0 spikes here), then the sound level is decreased by
one step (2 dB), otherwise the sound level is raised by two steps (4 dB). Tone bursts are pre-
sented every 120 ms and the sound level is tracked adaptively until a threshold is determined for
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the current frequency. Threshold is determined when a specified pattern of tracked sound levels
is observed for the current frequency; specifically the current sound level must be (1) equal to
the sound level three and six steps previous in the track and (2) a decrease from the previous
level. This pattern indicates that the current sound level is a reasonable estimate of the threshold
level needed to increase the rate by 0—20 spikes/s based on a criterion of 0 spikes (Liberman,
1978). Between 20 and 35 frequencies per octave are used, depending on the expected CF. The
three parameters CF, threshold, and Q,, are estimated from each tuning curve, following five-
point triangular smoothing (consistent with Miller ef al., 1997, see their Fig. §).

2.3 Neurophysiological recordings

Repeated measures of tuning curves were collected for three AN fibers during two experiments
that were part of other studies in the lab. Single-unit AN responses were measured from chin-
chillas, weighing 400—600 g, using standard techniques (Heinz and Young, 2004) that were
approved by the Purdue Animal Use and Care Committee. Animals were anesthetized initially
with xylazine (0.5—1 mg/kg im) and ketamine (40—50 mg/kg im). Supplemental doses of so-
dium pentobarbital (~10 mg/h iv) were given to maintain an areflexic state of anesthesia
throughout the experiment. A tracheotomy was performed to allow a low-resistance airway. The
bulla was vented with PE tubing to equalize the middle-ear pressure. The animal’s rectal tem-
perature was maintained near 37.5 °C with a feedback heating pad. A craniotomy was made in
the posterior fossa to expose the cerebellum that overlies the auditory-nerve/cochlear-nucleus
complex. AN-fiber recordings were made by inserting a 15-30 M glass micropipette filled
with 3M NaCl into the AN under visual control after aspiration of the overlying cerebellum.
Recordings were made in an electrically shielded, double-walled sound-proofed room, and
computer-controlled stimuli were presented via a calibrated closed-field acoustic system. Iso-
lated fibers were characterized by the automated tuning-curve algorithm described earlier.
Spontaneous rate was estimated from the off-time of a CF-tone rate-level function. Between 5
and 11 repeated tuning curves were recorded from each AN fiber depending on the holding
time.

3. Results

Figure 1 illustrates the effect of AN response variability on individual tuning curves estimated
from a single model AN fiber. Figure 1(A) shows the resulting tuning curve as measured by the
adaptive algorithm when the effects of randomness were excluded from the AN model. For
comparison, Fig. 1(B) shows a tuning curve measured when the effects of randomness were
included in the AN model. Note that the individual data points, which represent the thresholds
obtained at each frequency from the adaptive algorithm, are extremely orderly in the non-
random case and are quite variable when randomness was included in the model. The smoothed
curve (as typically used with experimental data), eliminates much of the variability in the ran-
dom case; however, some differences are still apparent. Figure 1(C) shows five repeated tuning
curves using the same AN model CF with randomness included and illustrates the extent of
variability across repeated measures. The derived parameter estimates from the five repeated
measures of the tuning curve are listed in the figure caption. The CFs ranged from
1.97 to 2.08 kHz (a 0.08-octave range), thresholds ranged from 0.7 to 2.7 dB SPL, and QO
values ranged from 3.0 to 4.6. Thus, even with the typical smoothing applied to the tuning curve
data, variability remains in each of the parameters. Note that the range of estimated thresholds
was 6—8 dB higher in the random case than the nonrandom case, whereas the range of O, and
CF estimates with randomness surrounded the values obtained without randomness.

The effects of randomness on population estimates of threshold and O, values are
illustrated in Figs. 2(A) and 2(B). Tuning curves were measured from model AN fibers with
nominal CFs spaced logarithmically from 0.3 to 10 kHz. Red lines in Figs. 2(A) and 2(B)
shows results when randomness was excluded from the AN model and blue symbols show de-
rived parameters when randomness was included. In the nonrandom case [red lines, Fig. 2(A)],
model thresholds were consistent with those reported by Zilany and Bruce (2006), ranging
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Fig. 1. (Color online) Tuning curves measured by the adaptive algorithm with and without randomness for an
AN-model fiber with CF=2.0 kHz and SR=50 spikes/s. (A) AN model without randomness. Individual data points
represent the thresholds estimated by the adaptive algorithm at each frequency. Solid lines represent a smoothed
curve (see the text). Identical tuning curves were obtained with repeated measures. (B) AN model with randomness.
(C) Five repeated tuning curves with randomness. Derived parameters for the individual repetitions are: CF (kHz)
=1.97,2.02,2.02,1.97,2.08; geometric mean=2.01; and range=0.08 octaves. Threshold (dB SPL)
=1.3,1.3,2.7,0.7,1.1; mean=1.4; range=2.0 dB. 0,,=3.7,3.7,3.0,4.6,4.2; geo. mean=3.8; range=0.62 octaves.
The information may not be properly conveyed in black and white.

down to —5 dB SPL between 1 and 2 kHz and showing an increase at low frequencies and near
4 kHz based on the cat middle-ear filter. The inclusion of randomness [symbols, Fig. 2(A)]
produced thresholds that were consistently higher than the nonrandom case and that spanned a
range of about 10 dB in each CF region. This variation was not seen in the non-random case.
The derived O, values in the nonrandom case [red lines, Fig. 2(B)] showed an increasing trend
with CF that matched the mean of the physiological data (Miller et al., 1997), but showed little
variability in each CF region (except for the 4—5 kHz region corresponding to the middle-ear
notch). When randomness was included [symbols, Fig. 2(B)], an increasing trend across CF
was observed with large variability within each CF region. Predicted Q| values spanned much
of the 5th—95th percentile range (dashed lines) of O, values measured from cats (Miller et al.,
1997). Note that the Q,, variability spans above and below the nonrandom Q,, values, unlike
the threshold estimates that were consistently above the nonrandom values.
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Fig. 2. (Color online) (A) Populations of thresholds, (B) Q,, values, and (C) CF errors estimated from tuning curves
measured for 250 model AN fibers. (A and B) Each symbol (X) represents the estimated value with randomness and
red lines represent nonrandom estimates. (B) Black dashed lines represent the range between the 5th and 95th
percentile of experimental Q,, values within each CF region (Miller et al., 1997). (C) Error in estimated CFs from
tuning curves measured when randomness was included. CF error in octaves is computed as log, (estimated CF/
model CF). The information in (A) and (B) may not be properly conveyed in black and white.
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Fig. 3. (Color online) Repeated tuning curves measured from three AN fibers from chinchillas, which vary in SR and
CF. Derived parameters for the individual repetitions are: (A: SR=58.8 spikes/s) CF (kHz)=1.00,1.00,
0.96,0.96,0.93; geometric mean=0.97; range=0.11 octaves. Threshold (dB SPL)=13.4,12.3,11.4,10.9,14.3;
mean=12.5; range=34. 0,,=2.3,1.9,2.4,2.2,2.0; geo. mean=2.2; range=0.34 octs. (B: SR=54.6) CF
=4.75,4.75,4.84,4.93,4.66,4.84,4.93,4.93,4.93,4.75,4.66; geo. mean=4.78; range=0.08 octs. Threshold
=11.5,8.0,7.3,7.9,129,9.3,11.5,12.6,11.2,16.2,11.6; mean=9.5; range=5.6. (010=4.4,59,55,6.0,4.5,
5.7,6.1,4.9,5.4,4.1,5.6; geo. mean=5.2; range=0.45 octs. (C: SR=3.7) CF=0.50,0.49,0.51,0.54,0.49,0.49,
0.54; geo. mean=0.51; range=0.14 octs. Threshold=11.5,11.9,11.7,11.5,13.4,15.0,13.3; mean=12.0; range
=1.9. 0,0=2.2,2.4,2.3,2.1,2.0,1.7,2.2; geo. mean=2.2; range=0.26 octs. The information may not be properly
conveyed in black and white.

The effect of neural randomness on the variability in tuning-curve estimates of CF is
shown in Fig. 2(C). The error in the CF estimates for the 250 tuning curves that were included in
Figs. 2(A) and 2(B) is plotted as a function of the model CF. Although the errors are centered
around zero, i.e., tuning-curve estimates are essentially unbiased, there is a range of errors at all
model CFs. The largest errors are observed at the lowest CFs (0.3—0.4 kHz), where errors fall
within a +0.2-octave range. For mid CF values (0.7—2.0 kHz), errors generally fall within a
+0.1-octave range. At the highest CFs, errors are restricted to within a =0.05-octave range, with
the exception of the region surrounding 4 kHz. The cat middle-ear transfer function has a sharp
notch in gain (of almost 20 dB) centered between 4 and 5 kHz (Bruce et al., 2003), which
creates a sharp increase in CF thresholds near 4 kHz [Fig. 2(A)]. This sharp gain reduction
leads to slightly biased CF estimates and larger errors at model CFs surrounding the notch. Note
that the bias is in opposite directions above and below the center frequency of the notch, with
CFs below the notch having CF estimates that are biased downwards and CFs above the notch
having an upward bias. Overall, the observation of larger octave errors at lower CFs is consis-
tent with shallower tuning curves (lower Q,, values) having a less-well defined CFE, for which
alternative estimates of CF based on spike timing have been proposed (Joris et al., 2006).

The general model predictions were tested by measuring repeated tuning curves for
several AN fibers recorded from chinchillas. Figure 3 shows the variability across repeated
tuning curves for three AN fibers ranging in CF and SR. The variability in estimated tuning-
curve parameters for each fiber is listed in the figure caption, along with the SR values. The
qualitative variability in tuning-curve shape was larger for the high-SR fibers [Figs. 3(A) and
3(B)] as compared to the fiber with lower SR [Fig. 3(C)]. This resulted in less variability in
threshold and O, estimates for the lower-SR fiber. However, the range of CF estimates was
largest for the lower-SR fiber (0.14 octaves) because of its low CF, consistent with the model
predictions shown in Fig. 2(C). The ranges of CF estimates for the three AN fibers (0.08-0.14
octaves) are quantitatively consistent with the modeling predictions shown in Fig. 2(C).
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4. Discussion

The modeling and experimental results presented here are based on one specific automated
tuning-curve algorithm; however, the effects shown are likely to play a significant role in the
variability observed in tuning-curve estimates derived from other techniques as well, including
nonadaptive methods (e.g., Kiang ef al., 1965; Evans, 1972). The modeling results shown in
Fig. 2(B) suggest that the variability observed in Q,, values derived from experimental AN data
is largely due to the effects of response variability on the precision of 0, estimates derived
from tuning curves. The QO values derived from the AN model without randomness fell in the
middle of the range of Oy, values derived from the model with randomness. This results sug-
gests that it is sufficient for AN models to fit frequency selectivity based on the 50th percentile
of O, values at each CF (Bruce ef al., 2003; Zilany and Bruce, 2006). It does not appear to be
necessary to assume that different AN fibers with similar CFs have inherently different fre-
quency selectivity. The finding that the range of threshold estimates was above the nonrandom
threshold, while the variability in O, estimates ranged above and below the nonrandom case
supports the typical interpretation of such data (e.g., Miller et al., 1997; Bruce et al., 2003).

The range of errors in CF estimates was shown to decrease from £0.2 octaves at low
frequencies to £0.05 octaves at high frequencies. These errors appear to be quite small, consis-
tent with the qualitative impression that the automated algorithm provides a reasonably consis-
tent estimate of frequency selectivity across repeated tuning-curve measurements [Figs. 1(C)
and 3(A)-3(C)]. This degree of variability in CF estimates may be adequate for most population
studies, including those that quantify rate-place coding (e.g., Sachs and Young, 1979) and those
that quantify temporal-place coding in terms of metrics that depend on the average magnitude
of phase locking within a range of CFs [e.g., the average localized synchronized rate (ALSR)
(Young and Sachs, 1979)]. However, the variability in CF estimates is significant for studies of
spatiotemporal coding that depend on the relative phase response across nearby CFs (e.g.,
Shamma, 1985; Palmer, 1990). This is because narrow cochlear filters have sharp phase transi-
tions near CF that translate a small error in CF into a large phase shift. For example, two AN
fibers with CFs surrounding (+0.05 octaves) a vowel formant at 1 kHz are predicted to have a
1/4-cycle phase difference between their phase-locked responses (Heinz, 2007). The model
predictions in Fig. 3 suggest that CF estimates near 1 kHz could be in error by up to £0.1
octaves, implying that the estimate of CF difference could be in error by up to £0.2 octaves.
Given the sharp phase transition, a 0.4-octave range in CF difference corresponds to a
+1/2-cycle range in phase shift. The large effect of small CF errors on spatiotemporal response
patterns is likely to be why it has been hard to study spatiotemporal cues quantitatively with
experimental data (e.g., Palmer, 1990), and why many spatiotemporal studies have used models
where the CF difference is controllable (Deng and Geisler, 1987; Heinz et al., 2001; Carney et
al., 2002). The limitations imposed by the variability in CF estimates for spatiotemporal coding
studies can be overcome by techniques that predict the response of a population of AN fibers
with similar CFs responding to a single stimulus from the response of a single AN fiber re-
sponding to frequency-shifted stimuli (Cedolin and Delgutte, 2007; Heinz, 2007).
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Histology-based simulations for the ultrasonic
detection of microscopic cancer in vivo
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Abstract: Ultrasonic spectroscopy may offer an alternative to imaging
methods for the in vivo detection of microscopic cancer. To investigate this
potential, a numerical model that incorporates multiple scattering, wave-
mode conversion, and hierarchical microstructures was developed to simu-
late ultrasonic interactions in biological tissue at the microscopic level. Simu-
lated high-frequency (20—75 MHz) spectra of up to 2137 cells displayed
significant correlations to nucleus diameter and malignant cell infiltration,
and indicated as few as 300 malignant cells may be detectable in normal tis-
sue. The results suggest that ultrasonic spectroscopy combined with
simulation-based interpretive models may provide real-time histopathology
during surgeries, biopsies, and endoscopies.
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The detection of microscopic cancer in vivo holds substantial promise for improving the
early diagnosis, treatment, and monitoring of the disease. Current research into in vivo detec-
tion methods includes optical, terahertz wave (T-wave), and nuclear imaging methods. Many of
these methods rely on chemical mechanisms for identifying cancer cells such as molecular
absorption, molecular scattering, or molecular imaging agents. /n vivo detection methods for
resolving cancer-induced alterations to cell and tissue structures are also needed, however, to
obtain vital information on staging (invasion) and grading (differentiation status). To date, these
methods have focused on imaginlg approaches such as optical coherence tomography and con-
focal laser scanning microscopy.

Ultrasonic spectroscopy has the potential to reveal detailed histological information on tis-
sues, and may offer a viable alternative to imaging methods for the in vivo characterization of
malignant cell and tissue structures. Extensive experimental data show tissue modifications due
to breast, prostate, and other cancers affect ultrasonic backscatter measurements, and both em-
pirical and analytical models have been developed to estimate tissue parameters such as cell
sizes and distributions.””’ Empirical models statistically define spectral parameters from tissue
measurements, and studies have shown excellent agreement for homogeneous tissues but dis-
crepancies for heterogeneous tissues.’ Analytical models average the scattering from uniformly
distributed cells or cell nuclei, and employ simplifications such as single scattering, weak scat-
tering (Born approximation), and fluidlike tissue properties (no shear waves).’

Biological tissues are heterogeneous at multiple scales. Microscopic cancer increases tissue
heterogeneity by introducing cell mutations that have different cellular structures and physical
properties, that are mixed with normal cells to various degrees, and that modify the tissue or-
ganization. The enormous variety of morphologies that cancer exhibits renders the development
of empirical or analytical models to characterize microscopic cancer extremely challenging. A
first-principles, direct-simulation approach to quantitatively determine the effects of tissue
structure on ultrasonic spectra may therefore offer a more efficient, versatile, and accurate
methodology for in vivo cancer detection.

To explore this possibility, a multiscale numerical model was developed to simulate ultra-
sonic wave propagation in heterogeneous tissues and to model the effects of cancer-induced
tissue modifications on ultrasonic measurements. A simulation approach is attractive for mod-
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Table 1. Tissue and cell properties used for simulations.

Longitudinal Shear wave Density
wave speed (m/s) speed (m/s) (g/cm®)
Extracellular matrix 1570 106 1.06
Cytoplasm 1483 0-50 0.998
Nucleus 1509 0-50 1.43

eling the infiltration of normal tissue by cancerous cells, nuclear pleomorphism, and other mi-
croscopic structural changes associated with cancer since it has the ability to include heteroge-
neous distributions of scatterers (cells) with specific histological features and internal cell
structures. A simulation approach can also include hierarchical tissue structures, multiple scat-
tering, and wave-mode conversion, which have been largely ignored by previous methods. Al-
though high-frequency shear waves have been considered insignificant in tissues due to high
attenuation, mode conversion of longitudinal waves to shear waves at the cell membrane or
nuclear envelope may be an important loss mechanism for ultrasonic energy. Additionally, the
role of multiple scattering in tissues needs to be rigorously modeled and tested before being
assumed negligible, particularly for cancerous tissues where the cell packings, cell densities,
and nuclear diameters are typically higher than for normal tissues.

The numerical model for this study was based on an iterative multipole method that simu-
lates the multiple scattermg of elastic waves in arbitrary, three-dimensional agglomerations of
spherical particles.® The method was modified to incorporate scattering from inclusions (nu-
clei) within the particles (cells). A concentric core-shell structure embedded in a medium rep-
resented the cell nucleus, cell cytoplasm, and extracellular matrix, respectively. Each of the
components could be assigned fluid, solid, or viscoelastic properties. Vector multipole expan-
sions simulated both longitudinal and shear waves in the model. The model calculated the mul-
tiple scattering interactions both within and between the cells using boundary conditions, addi-
tion theorems, and iteration. The concentric core-shell approach was verified by testing the
model under two conditions that reduced the solutions to single-sphere scattering: (1) equal
matrix and shell properties and (2) equal shell and core properties. Computation times were
approximately 24 h for simulations of roughly 2000 cells on a single-CPU desktop computer
having 1.0 GB RAM and a 1.66-GHz processor. To make the computations more manageable
an effective interaction limit was used that restricted the cell-to-cell multiple scatterings to a
range of six cell diameters.

Table 1 presents the elastic wave properties used for the extracellular matrix, cytoplasm,
and nucleus. The properties of freshly excised myocardium were chosen for the extracellular
matrix since they are 1ntermedlate between those of stiff biomaterials such as collagen and
those of softer tissues in the body The properties of the cell components are not well known
and vary widely in the literature. The cytoplasm was therefore given waterlike properties with a
room-temperature wave speed to correspond to published measurements of cell cultures, tissue
cultures, and excised tissues. The properties of the nucleus were those used by Baddour et al. to
model ultrasonic scattering from single cells and were obtamed from typical eukaryotic nuclear
properties and measurements from condensed cell nuclei.'’ Both the cytoplasm and nucleus
were given variable shear moduli. Although varying the shear wave speed of the extracellular
matrix affected the simulation results, varying the shear wave speed of the cytoplasm and
nucleus had no significant effect, including cases where the nucleus wave speed was higher than
that of the cytoplasm. Viscoelastic (attenuation) properties are known to preferentially absorb
shear and high-frequency waves in tissues, but were not included in this study since the objec-
tive was to demonstrate the feasibility of the approach and not to obtain detailed predictions.
Attenuation will be included in future work, as well as comparison of model predictions with
measurements from well-characterized tissues and cell cultures to refine the tissue and cell
properties.
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Fig. 1. (a) Three-dimensional depiction of a random cluster of 327 cells with a 50% volume density in an extracel-
lular matrix. (b) Two-dimensional slice through the cell cluster. The cells and nuclei are 20 and 10 wm in diameter,
respectively. (c) Scattered+incident wave field displacements from an incident 10-MHz longitudinal wave. (d)
Scattered wave field displacements only. Red and blue denote negative and positive field amplitudes, respectively.
Incident wave propagation is from left to right. This figure is intended for color viewing. The information may not
be properly conveyed in a black and white printout.

Simulations of single cells determined that changes in the nuclear diameter had the greatest
effect on the backscatter frequency spectra as compared to changes in cell size, density, or shear
modulus. The spectra displayed several sharp peaks at high frequencies (20—100 MHz) that
shifted with nuclear diameter. Recent experimental data from single cells and isolated nuclei
also show strong correlations between backscatter amplitudes and nuclear diameter at high
frequencies (20—60 MHz)."" Both the single-cell simulations and experimental results strongly
suggest the internal structure of cells should appreciably affect the propagation of ultrasound in
tissues. However, the experimental spectra do not show the strong, sharp features as predicted
by the models, probabl?l due to the wide distributions of nuclear diameters and shapes for the
cell types investigated. %! Details of the single-cell results will be presented in a forthcoming
article.

Simulated wave field images from clusters of several hundred cells (Fig. 1) indicated that
tissues do not behave acoustically as either homogeneous fluids or as a medium with simple
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Fig. 2. Two-dimensional slices through random tissues consisting of 1049-2075 cells and randomly distributed
cavities. Decreasing cavity size represents infiltration of malignant cells with larger nuclei (nuclear pleomorphism)
into the cavities, with 0% (a), 57% (b), and 100% (c) infiltration denoting a corresponding filling of the cavity
volume.

scatterers at the microscopic scale. Rather, extensive scattering can occur at both the cell mem-
brane and nuclear envelope. The short-wavelength fields in Fig. 1(d) are shear waves in the
extracellular matrix that arise from mode conversion, whereas the long-wavelength fields in
Fig. 1(c) are the incident longitudinal waves. These results demonstrate the necessity of a mod-
eling approach that differentiates the nucleus from the cytoplasm in the cell structure, and the
importance of modeling tissues as semi-solids since fluids cannot support shear waves.

High-frequency (20—75 MHz) ultrasonic backscatter spectra were also acquired from tis-
sue simulations containing up to 2137 cells. Both random and ordered (hexagonal-close-
packed) cell packings were simulated, as well as random tissue structures where the nucleus
diameter was varied for all of the cells. Extrapolating three-dimensional model tissue structures
from two-dimensional histology micrographs is a difficult task and was not attempted in this
preliminary study. Rather, as a first approximation the random tissue structures were con-
structed from a random particle packing generated by a Monte Carlo algorithm.12

Complex hierarchical tissues were also simulated consisting of large, randomly distributed
cavities within a random cell packing. These cavities are analogous to structures such as lobules
in breast tissue, and histological modifications to these tissue structures that corresponded to
neoplastic changes were modeled. Figure 2 shows the simulated infiltration of malignant cells
into tissue cavities, with both the normal and malignant cells having diameters of 20 um. The
malignant cells, however, were modeled with larger nuclei (14 wm) than those for the normal
cells (10 um) to represent nuclear pleomorphism. Average spectra and standard deviations
were computed from the simulation of five tissue structures where the cell and cavity locations
were varied, providing five test cases for each nucleus size or percent infiltration. Figure 3 dis-
plays representative spectra resulting from averaging simulation results from the five cases.

The simulation results demonstrated that both tissue structure and internal cell structure
significantly affected the spectra. Comparisons between random and ordered cell packings dis-
played substantial differences in the spectra due to the structural ordering, and correctly pre-
dicted an acoustic band gap for the ordered cell packing. The random tissue spectra where the
nuclear diameters were uniformly varied [Fig. 4(a)] exhibited substantial changes with nucleus
size across a wide frequency range (20—56 MHz). Similarly, the backscatter spectra resulting
from malignant cell invasion [Fig. 4(b)] displayed sizable amplitude changes at 47 MHz that
were indicative of the degree of infiltration. Using the largest standard deviation for the 47-MHz
peak as a conservative estimate, the results indicate that the detection limit would be approxi-
mately 300 malignant cells in a normal cell population. The simulations also suggest that spec-
tral features can be used to differentiate malignant neoplasms from benign neoplasms such as
hyperplasia.

Figures 4(a) and 4(b) display spectral features finer than those typically observed for high-
frequency ultrasonic spectra of cells and tissues.*'” This is most likely attributable to variations
in the size and shape of cells and nuclei in actual specimens that smooth out the spectral struc-
ture. These variations can be incorporated into the simulations to generate more realistic spec-
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Fig. 3. Simulated spectra for (a) random tissues containing 2075 cells with a nucleus diameter of 10 wm and (b) 57%
infiltration of malignant cells into tissue cavities [see Fig. 2(b)]. Plots show average intensities (circles) and standard
deviations (bars) for the simulation of five tissue structures where the cell and cavity locations were varied.

tra. Additionally, Figs. 4(a) and 4(b) predict changes in broad spectral regions that should be
observable in experimental spectra. An important conclusion from these simulations is that
spectral resolution of histological modifications may not be limited by ultrasonic image resolu-
tion since many of the modeled changes are smaller than the ultrasonic wavelengths. For ex-
ample, the changes in nucleus size shown in Fig. 4(a) were smaller by a factor of 10—40 than the
wavelengths at which the changes were manifested in the spectra.

Comparison of the spectra in Fig. 4 emphasizes the importance of tissue heterogeneity in
ultrasonic cancer detection. Both common and dissimilar spectral features arise from and are
sensitive to different types of malignant processes in tissues. For example, both nuclear pleo-
morphism in homogeneous tissues [Fig. 4(a)] and infiltration of malignant cells into heteroge-
neous tissues [Fig. 4(b)] produce significant intensity increases at 47 MHz. The 47-MHz trends
are nearly linear, with coefficients of linear correlation of »=0.92 [Fig. 5(a)] and »=0.87 [Fig.

T T T T T 006 T T T T T
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2 2
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Fig. 4. (a) Simulated spectra for random tissues containing 2075 cells with the nucleus diameter varied uniformly for
all of the cells. (b) Simulated spectra for random tissues with random cavities (e.g., Fig. 2) infiltrated by malignant
cells with larger nuclei than the surrounding tissue. Spectra were averaged from simulations of five tissue structures
where the cell and cavity locations were varied.
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Fig. 5. Intensity trends at 23.5 and 47 MHz for (a) variation in nucleus size and (b) percent infiltration into tissue
cavities, corresponding to the spectra shown in Figs. 4(a) and 4(b), respectively. The error bars are the standard
deviations in the spectra arising from the five structural variations.

5(b)], respectively. In contrast, the spectral intensity at 23.5 MHz displays a negative correla-
tion to nuclear diameter [Fig. 5(a), ¥=—0.99] and is insensitive to percent infiltration [Fig. 5(b),
r=—0.30]. These differences in spectral responses may permit both the in vivo grading of ho-
mogeneous tissues in tumors and the in vivo staging of microscopic or micro-invasive cancer in
heterogeneous tissues.

Researchers have acquired ultrasonic spectra in the 10-25-MHz range from 1-cm mouse
mammary tumors to distinguish between carcinomas and sarcomas.’ The tumors exhibited dif-
ferent tissue morphologies (homogeneous for carcinoma versus heterogeneous for sarcoma),
and the greatest spectral variations occurred from 16 to 25 MHz. Significant spectral differ-
ences in this band are also displayed in the simulation results between homogeneous [Fig. 4(a)]
and heterogeneous [Fig. 4(b)] tissues. However, the heterogeneous tissue structures in the
mouse sarcomas were not equivalent to the tissue models for invasive microscopic cancer simu-
lated in this study (Fig. 2).

High-frequency ultrasound has not been as extensively developed for cancer detection as it
has for intravascular ultrasound (IVUS) due to its shallow penetration into tissue (1—10 mm)
and the lack of adequate data analysis methods to resolve sub-wavelength tissue structure.'
Although low penetration is not suitable for clinical screening of deep tissues, it is ideally suited
for differentiating normal from malignant tissues during needle biopsies, endoscopies, and sur-
gical margin assessments. Additionally, the results from this study suggest ultrasonic spectros-
copy can surpass the resolution limits of ultrasonic imaging for delineating cancer-associated
histological changes. A spectral rather than an imaging approach to histopathology may also
provide greater efficiency and sensitivity for real-time detection due to the relative simplicity of
spectral measurements and availability of straightforward interpretation methods (for example,
principal components analysis). In comparison to in vivo optical methods, ultrasonic spectros-
copy assesses the elastic wave properties of cell and tissue components as well as their struc-
ture, thereby providing additional information for histological characterization.

Ultrasonic spectra and wave field images have been numerically simulated for representa-
tive tissue pathologies associated with cancer. The objective of this study was to demonstrate
the feasibility of directly linking ultrasonic measurements to the histology of cancer by con-
structing a model that incorporates effects from cell structure, tissue heterogeneity, and mul-
tiple scattering. These first results suggest that microscopic changes in malignant tissues may
significantly affect specific ultrasonic features at high frequencies. The results also demonstrate
the potential uses of computer simulation for the development of in vivo cancer detection meth-

J. Acoust. Soc. Am. 122 (6), December 2007 Doyle et al.: Ultrasonic detection of microscopic cancer EL215



Doyle et al.: JASA Express Letters [DOI: 10.1121/1.2800894] Published Online 26 October 2007

ods and data interpretation tools. Simulations of more complexly structured and histologically
accurate tissue structures are planned to refine and validate these results.
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Abstract: In this letter, the low and high frequency limits of the effective
density characterizing a limp frame porous medium are investigated. These
theoretical limits are compared to the ones found for a classical rigid frame
porous medium, and to experimental measurements. While the high fre-
quency asymptotic behaviors of both limp and rigid effective densities are
usually only slightly different, their low frequency behaviors are significantly
different. Compared to experimental measurements performed on a limp
frame fibrous layer, only the limp frame effective density yields good corre-
lations over the whole frequency range.
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1. Introduction

Open-cell porous materials used to attenuate sound may be categorized in three frame types:
elastic, rigid, and limp. While polymeric foams are common examples of elastic frame porous
materials, metal foams and soft fibrous layers are examples of rigid and limp frame materials,
respectively. For an elastic porous medium, the Biot theoryl’2 is commonly used to describe the
propagation of waves in the medium. This theory can be used to model limp and rigid porous
media; however, extreme values in the rigidity may create instabilities in a numerical imple-
mentation. To prevent instabilities and to reduce the number of degrees of freedom in a numeri-
cal poroelastic modeling,3 an equivalent fluid model is often used. In this case, only the acoustic
compression wave propagating in the porous medium is considered.’ This propagation is gov-
erned by the Helmholtz equation in which the equivalent fluid is characterized by an effective
density and an effective bulk modulus accounting for the viscous and thermal dissipations of
the acoustic wave. For rigid frame porous media, different models were proposed to evaluate
these effective properties.“*lo On the other hand, only a few models were proposed for limp
porous media, and few comments on their frequency limits were given.''™* However, the work
by Lai ef al."” has underlined the importance of the limp model in view to prevent erroneous
predictions of global acoustic indicators, such as the sound transmission loss, when using a
rigid frame model.

The intent of this letter is to develop and experimentally validate the low and high
frequency limits of the effective density of the limp model derived as a limit case of the Biot
poroelastic mixed model.” Also, it is intended to show how these limits compare to the classical
rigid frame models to explain the aforementioned erroneous predictions.

2. Theory
2.1 Poroelastic model

For an open-cell porous medium made up from an elastic solid phase (the frame) and a fluid
phase, the Biot theory states that three waves propagate simultaneously in the medium: one
elastic compression wave, one elastic shear wave, and one acoustic compression wave."? De-
fining the fluid pore pressure by p and the solid phase displacement vector by u, the dynamic
behavior of the three waves is governed by the following two coupled equations:3
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dive + w’pu=—ygradp and %Ap+$p= ydivu (1)

with the volume coupling coefficient given by

K
y= Ly Tt @
pr K
and the effective solid phase density
N P
ps—p1+¢po<l—70). 3)
pr

In these equations, A is the Laplace operator (A=div grad), the tilde symbol represents a vari-
able that is complex and frequency dependent, ¢ is the open porosity of the porous medium, p,
is the density of the fluid saturating the pores, p; is the in vacuo bulk density of the medium, &
is the in vacuo stress tensor, K| is the bulk modulus of the elastic material from which the frame
is made, and K, is the in vacuo bulk modulus of the frame. The effective density p,and bulk

modulus sz of the fluid phase may be estimated using different general semiphenomenological
mode&sltaking into account the viscous and thermal losses of the acoustic compression
wave.

2.2 Rigid frame porous model

When the frame of the porous medium is assumed motionless, the frame does not undergo any
displacement (i.e., #=0) and deformation. This situation occurs under acoustic excitations
when the frame i is constramed and rigid, heavy, or when the solid-fluid coupling is neghglble for
an elastic frame.’ Consequently, only the acoustic compressmn wave propagates in the porous
medium, and only the second equation of Eq. (1) remains and simplifies to the following Helm-
holtz equation:

1 1
Ap+—p=0, (4)
w peq Keq

where p.q=py/ ¢ and Keq Kf/ ¢ are the effective density and bulk modulus of the so-called rigid
frame equivalent fluid medium. These quantities can be used to deduce the more common char-
acteristic impedance and propagatlop constant of the eq.u%valent fluid medium by. ZC?
=\VpegKeq and y=jw\peq/ Kq, respectively. Note that the “rigid frame model” appellation is
common in the literature to define Eq. (4), and its effective properties. However, it may seem
abusive since in dynamics “rigid” only implicates no deformation. As a result, the rigid frame
model eliminates de facto the rigid body motion of the solid phase. This points out the potential
abusive use of the rigid frame model in the case where the frame is rigid but unconstrained (e.g.,
higlglly resistive light foam with a sliding edge condition). This problem was stressed by Lai et
al.

2.3 Limp frame porous model

When the frame of the porous medium is assumed limp (i.e., flexible), the frame does not resist
to external excitations and its stress field vanishes (here, assuming K,/K;=0). This situation
occurs for solid particles in suspension in a fluid medium or for porous media with very low
shear modulus—in the limit case, the shear modulus is zero. Again, as for the rigid frame
model, only the acoustic compression wave exists. Consequently, since the stress field vanishes,
taking the divergence of the first equation in Eq. (1), then substituting the result into the second
equation of Eq. (1) yields the following limp frame equivalent fluid equation
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w peq
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Ap+—p=0. (5)
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While the effective bulk modulus stays unchanged (compared to rigid frame media), the effec-
tive density of the equivalent fluid is modified as follows:

11 3
T:~_+~z- (6)
peq peq pS

Since K| is generally much greater than K, the limp effective density may simplify to

~ M_ 2

prg~ L= P )
M+ Peq ™ ZPO
where M=p,+ ¢p, is the total apparent mass of the equivalent fluid limp medium.

Equation (5) is similar to Eq. (4); however, this time the effective density takes into
account the inertia added by the limp solid phase. Taking the high bulk density limit of Egs. (6)
or (7), one can show that ﬁéqx Peq (as p; or M — o). This limit proves that high density limp
porous media can be modeled as rigid frame porous media, as mentioned in the previous sec-
tion. On the other hand, taking the low bulk density limit of Eq. (6) and assuming porosity tends
to unity (logical for low density materials), one can show that ﬁéqz po (as py—0 and ¢p—1).
Consequently, as p; reduces, the viscous losses in the limp frame material reduce, and the ther-
mal loss (introduced by K.) stays unchanged.

Finally, it is worth mentioning that the characteristic impedance and propagation con-
stant of the limp frame medium can be computed as for the rigid frame medium; however, this
time the limp effective density is used: Z{, = \peKeq and ' =jw\p,, /K. In this case, both
properties are modified by the limpness of the frame. In the particular case of the aforemen-
tioned low bulk density limit, since the viscous losses vanish and the thermal losses are gener-
ally small in porous media, both ZC’eq and ' approach the characteristic impedance and propa-
gation constant of air. Inversely, as the bulk density increases, the viscous losses take more
importance and Z__ and y’ may diverge strongly from the air values, and reach the rigid frame

. ceq
behavior when p; — o°.

3. Results and discussions

Both rigid and limp effective densities are now compared to experimental results, and their high
and low frequency limits analyzed. For the simulation results, the semiphenomenological
model worked out by Johnson et al.® is used to compute peq. This model writes

~ Po oo .o ,4a§o77po )
= 1- VItis s o0, 8
Peq ! ( J 00, J 242 ( )

where the material properties are given in Table 1 and correspond to a soft fibrous material. For
the experimental results, the method worked out by Utsuno et al. 16 was used in conjunction with
a 100-mm-diam Briiel and Kjaer 4206 impedance tube to deduce the measured effective den-
sity.

Figure 1 presents the comparison between the predictions and the measurement of the
effective density of the soft fibrous material. As one can note, both rigid and limp models yield
good predictions at higher frequencies [see Fig. 1(a)]; however, when zooming at high frequen-
cies [see Fig. 1(b)], a slight discrepancy is observed for the real part of the rigid model. This
may be explained by looking at the high frequency limits of the models:
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Table 1. Material properties of the studied soft fibrous material.

Symbol Value Units
Open porosity [ 0.98
Static airflow resistivity o 25000 N s/m*
Tortuosity ., 1.02
Viscous characteristic length A 90 mm
Bulk density P 30 kg/m?
Density of saturating air Po 1.208 kg/m?
Viscosity of saturating air 7 1.81X107° N s/m?
Elastic bulk modulus ratio K,/K; =0
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Fig. 1. Normalized effective density of the soft fibrous material. Comparison between rigid frame predictions, limp
frame predictions, and experimental results. (a) Zoom between 0 and 1000 Hz. (b) Zoom between 1000 and
2000 Hz.
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lim pog =22 and  lim pl, =
From these limits, it is clear that the asymptotic high frequency behaviors of both models are
only slightly different. For a porosity and a tortuosity nearly equal to unity (typical for light
fibrous materials), both limits are equal.

On the other hand, at low frequencies, the prediction obtained with the rigid model
significantly diverges from the measured real and imaginary parts of the effective density. In
this case, only the limp model correctly predicts the measured low frequency behavior of the
limp material. Again, this may be explained by analyzing the following low frequency limits of
the models:

poam<1+ 2aw>_ o
doA? /

P
At the low frequency limit, one can observe that the rigid effective density has an asymptotic
behavior dominated by a strong imaginary part. On the contrary, the limp effective density
yields a purely real static value equal to the global apparent density M=p;+ ¢p, of the equiva-
lent fluid medium. This static value does not depend on the semiphenomenological model used
to compute p.,—in that sense, the limits on ﬁéq may be seen as exact.

The fact the low frequency limit of the limp model is real and equal to the global
apparent density of the medium has a major impact on the prediction of global acoustic indica-
tors (absorption and transmission coefficients) of limp porous materials. In fact, the limp model
implicitly accounts for the rigid body motion defined at 0 Hz for which all the solid phase
particles move in phase (i.e., no deformation). This rigid mode strongly controls the dynamic
behavior of the limp porous medium at low frequencies. Also, it explains why the rigid frame
model may yield erroneous results at low frequencies."

Also, beyond the use of the limp model for limp frame porous materials, one can also
use the limp model to capture the rigid body motion of an unconstrained rigid frame porous
material. In fact, if the sound absorption coefficient or the sound transmission loss of a rela-
tively stiff porous sample (or poroelastic with weak solid-fluid coupling as some polymeric
foams'®) is measured in an impedance tube, and assuming the sample can move freely along the
axis of the tube (i.e., sliding boundary conditions), the measured coefficient will correlate with
the limp frame model and not with the rigid frame model at low frequencies.

and  limpy, =M. (10)
w—0

Finally, if one prefers to directly input the effective properties peq and K, obtained
from measurements in Eq. (1) (instead of measuring all the physical properties of the medium
and using a semiphenomenological model), one needs to ensure that the measured effective
density corresponds to p.q. From the previous analysis, if one note that the tested porous sample
has a rather limp frame (or unconstrained rigid frame), or that the measured effective density
has a limp-like behavior as the one shown in Fig. 1(a), the measured effective density needs to
be corrected. Derived from Eq. (7), the correction to apply is

. _ (M= 2005+ i

Peq= " , (11)
M- Peq

where f, is assumed to be the measured effective density.

4. Conclusions

From the previous results and discussions, it was shown that some precautions have to be con-
sidered when using an equivalent fluid model for porous media. In many situations, it is impor-
tant to take into account the static rigid body mode of the porous medium to obtain the proper
low frequency behavior in terms of sound absorption and, mainly, in terms of sound transmis-
sion. It was shown that the rigid body mode can be captured by the limp frame equivalent fluid
model, and not by the rigid frame equivalent fluid model. Consequently, prior to simulating a
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system containing a porous medium, the practitioner should ensure to select the proper porous
model. If some uncertainties remain on the selection of the model, it is suggested to use the full
poroelastic model to prevent any erroneous results. However in this case, the elastic properties

of the medium are required, and larger numerical systems with potential instabilities may

1
result. >3
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Abstract: The distinguishing spatial properties of low-frequency micro-
phone wind noise (turbulent pressure disturbances) are examined with a pla-
nar, 49-element array. Individual, propagating transient pressure disturbances
are imaged by wavelet processing to the array data. Within a given frequency
range, the wind disturbances are much smaller and less spatially coherent
than sound waves. Conventional array processing techniques are particularly
sensitive to wind noise when sensor separations are small compared to the
acoustic wavelengths of interest.
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1. Introduction

Turbulent pressure disturbances, or wind noise, are most often the primary source of unwanted
low-frequency noise on microphones. Morgan and Raspet have shown that, for a single micro-
phone, wind noise is caused primarily by turbulence already present in the ambient atmospheric
flow, as opposed to turbulence generated by flow interaction with the microphone assembly
itself.

A single pressure sensor is generally unable to distinguish the turbulent pressure from
the acoustic pressure signal of interest. However, arrays of sensors can potentially distinguish
turbulence and sound waves based on their differing spatial and propagation characteristics.
Turbulence translates near the mean wind speed, which is two orders of magnitude slower than
sound. (Hence Bass et al.® were able to estimate wind speed and direction by tracking turbulent
pressure disturbances moving across a microphone array) Therefore, in a particular frequency
range, the wavelength of sound is much longer than the size of the turbulent eddies. Turbulence
is also comparatively incoherent. Shields® showed that when wind noise is narrowband filtered,
the correlation length is about 1/3 the wavelength (eddy size) corresponding to that band.

This letter describes the comparative spatial structure of wind noise and sound waves
by examining data from a large, planar microphone array. A smaller sensor spacing (0.15 m) is
used than would normally be chosen for a low-frequency array design, so that pressure distur-
bances associated with individual turbulent eddies can be discerned. In order to preserve the
integrity of the pressure disturbances in space and time, wavelet processing is applied to the
signals. This type of analysis is particularly helpful for determining how wind noise interferes
with discrimination of acoustic transients such as blasting noise.

2. Description of experiment and apparatus

The measurements reported here were all made with a 7 X7 planar, horizontal microphone
array. The 49 individual microphones were 13-mm-diam free-field condenser transducers and
were covered with conventional 10-cm-diam spherical foam windscreens. Spacing between
neighboring microphones was 0.152 m, so that the total aperture of the array was 0.914 m by
0.914 m. The microphone height was 0.46 m above the ground, and 0.24 m above a smooth,
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Fig. 1. (Color online). Left: W. Fairlee, VT site, showing the microphone array and solar panels. Right: Tolono, IL
site, showing the microphone array and ultrasonic anemometers.

plastic plate. The microphone signals were acquired with three, 24-channel, 24-bit seismo-
graphs. The sampling rate of the seismographs was 1000 Hz and the signals were passed
through a low-pass, anti-aliasing filter with cutoff at 250 Hz. Three ultrasonic anemometers,
with 30 Hz sampling rate, arranged in an equilateral triangle with 1 m side length, were posi-
tioned approximately 3 m from the array and with the same nominal height as the microphones.

Data were collected in two quiet, rural locations, as shown in Fig. 1. One location, a
farm in West Fairlee, VT (43.9371°N,72.2279° W) was selected for the presence of large ob-
jects to disturb the atmospheric flow. The other location, the Monticello Road Field Station near
Tolono, IL (40.0180°N, 88.3282° W), was selected for its flat terrain. The VT experiment was
conducted from 25 Apr to 1 May 2006. The immediate vicinity of the microphone array was
fairly flat, mowed grassland. A row of mature trees stood about 30 m from the array. Buildings,
large hills, and more trees were all within several hundred meters. The IL experiment was per-
formed from 10 to 13 July 2006. The area around the array was mowed grass, although
1.5-m-high corn was present on all sides. The closest corn row was about 50 m to the north of
the array.

The VT experiment encompassed a variety of weather conditions, including very weak
(0.2 ms™!) to moderately strong (6 ms™') wind. The background noise at this location con-
sisted of infrequent vehicle traffic on a nearby small roadway, occasional distant aircraft, and
some natural sounds such as birds. For this experiment, we only monitored the existing envi-
ronment; no additional sound sources were introduced. For the IL location, occasional road, air,
and rail traffic were audible. Wind speeds were less than 4 m s™! during the entire data collec-
tion. In addition to monitoring the existing environment, in some trials we intentionally intro-
duced music from a car stereo, random noise from loudspeakers, controlled vehicle pass-bys,
and propane cannon blasts. For both experiments, the incidental vehicle traffic was carefully
documented and only intervals without such traffic are analyzed here.

The analyses here are based on five particular 180 s data segments, which were se-
lected for their distinctive characteristics. A summary of these five cases is provided in Table 1.

3. Pressure field images

This section provides some example images and animations of the pressure signals from the 7
X 7 array. In order to preserve the structure of the signals in space and time, they were processed
with a continuous wavelet transform (CWT). Since a wind gust may consist of a single burst
with positive and negative pressure phases, a multi-cycle Fourier transform cannot localize it
well. As is often the case, the results of the CWT were found to depend significantly on the
choice of analyzing wavelet. The localization properties of the wavelet in both time and fre-
quency are important. Since the wind disturbances propagate across the array, poor temporal
localization is also apparent as poor spatial localization. For the widely used derivative-of-
Gaussian (DOG) family of wavelets, frequency localization improves, but temporal localization
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Table 1. Date segments selected for processing. The segments extend 180 s past the start time. Wind measure-
ments were made at 0.46 m height.

Wind
Start date, Wind speed, direction
Case  Location time (UTC) Description mean + std (m/s) (deg, 0=from N)
A W. Fairlee 28 Apr. 2006, 16:35:53 Gusty wind, quiet 351+1.19 51
B W. Fairlee 1 May 2006, 12:26:10  Very low wind, quiet 0.46+0.20 148
C Tolono 11 Jul 2006, 22:52:00 Mod. wind, quiet 3.37+0.79 204
D Tolono 11 Jul 2006, 23:43:14  Mod. wind, loud music 2.65+0.70 200
E Tolono 12 Jul 2006, 15:54:32 Low wind, cannon 1.63+0.45 233

degrades, as the derivative order m increases. In particular, we found that for m =2, the images
give a false sense of large-sized eddies at frequencies above roughly 30 Hz. (This is likely due
to the spectrum of the wind noise, which contains much more large-scale energy.) Hence, for
the images presented here, we have used a DOGI1 (m=1) wavelet. As discussed in Ref. 4, the
DOGm wavelet with time scale s responds most strongly to a harmonic signal with frequency
J=+(m+1/2)/2/2s. For convenience, in this letter we consistently characterize the scale of
the wavelets by referring to this frequency, rather than to the scale itself.

Figures 2(a)-2(c) show CWTs at 5, 15, and 50 Hz. These spatial images are snapshots
for a particular moment in time near the middle of case A, which was notable for its gusty
winds. The snapshots appear to be dominated by a sharp wind gust oriented diagonally across
the array. The DOGI1 wavelets, at all three frequencies, respond to the edge of this feature.
Mm 1 and Mm 2 provide 10 s animations of the CWTs at 5 and 50 Hz. The animations show
that the disturbances at 5 Hz move erratically but with a speed near the mean wind speed. At
50 Hz, the disturbances tend to be smaller and even more erratic. Turbulence dominates the
pressure field for all frequencies shown here.

Figures 2(d)-2(f) are the same as 2(a)-2(c), except they are for Case D. Mm 3 and
Mm 4 provide corresponding animations. In comparison to Case A, the field is smoother and
more coherent at 50 Hz. Since the wavelength of sound at this frequency is much larger than the
size of the array, these smooth pressure disturbances are almost certainly music from the car
stereo positioned north of the array during this trial. The animation confirms the rapid propaga-
tion speed of these features.

Figure 2(g) is the same as (a), except that delays have been introduced to the signals.
The delay times were chosen to track the estimated velocity of the wind gust, which by trial and
error was determined to be 3.5 m s~! from the direction of 10° (measured clockwise from N, as
in the meteorological convention). It is seen that the wind gust is fairly persistent as it propa-
gates over the array, as consistent with the results of Bass et al.* However, it does not extend
substantially in the directions perpendicular to its propagation, as would be the case for a nomi-
nal plane wave. Figure 2(h) is the same as (g), except that delay times corresponding to the
acoustic propagation speed, 330 m s™! (still from 10°), are chosen. The image is essentially
identical to Fig. 2(a). This demonstrates that the wind noise is essentially independent of the
“look” direction for a conventional, plane-wave beamformer operating at acoustic wavelengths.

Lastly, Fig. 2(i) shows the CWT at 100 Hz, squared and then averaged over a 15 min
interval including Case A. This processing, which indicates the relative strength of the pressure
fluctuations across the array, helps to reveal the flow modification by the array and windscreens.
Since the wind direction for this interval is from NNE, it appears that the row of microphones
on the far upstream side of the array experience systematically less turbulence than the follow-
ing two rows, which exhibit wind noise levels several dB higher. The microphones on the down-
stream side appear to be somewhat shielded from the turbulence. The array thus appears to
locally modify the turbulent flow. Analyses for other frequencies show similar trends, although
the spatial variation is less at lower frequencies.
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Fig. 2. (Color online). Images of DOGI continuous wavelet transforms (CWTs) of signals from the 7 X 7 array. In
all images, except as noted, fully saturated green corresponds to twice the maximum of the standard deviation of the
time series, and fully saturated red corresponds to the negative of that value. Top of the page is north. (a) Snapshot
from CWT for Case A, 5 Hz (b) Same as (a), except 15 Hz. (c) Same as (b), except 50 Hz. (d) Snapshot from CWT
for Case D, 5 Hz (e) Same as (d), except 15 Hz. (f) Same as (d), except 50 Hz. (g) Same as (a), except that the
signals have been delayed to adjust for the velocity of a wind gust moving across the array. (h) Same as (a), except
that the signals have been delayed to adjust for the velocity of a hypothetical sound wave moving across the array.
(i) Average power (dB) in the 100 Hz wavelets over 15 min interval including Case A. The total dynamic range is
5 dB from red (lower) to green (higher).

| [Mm 1. 10 s animation of the CWT from Case A, 5 Hz. This is a file of type “mpg” (1.8 Mb).] |

| [Mm 2. 10 s animation of the CWT from Case A, 50 Hz. This is a file of type “mpg” (2.7 Mb)‘].l

| [Mm 3. 10 s animation of the CWT from Case D, 5 Hz. This is a file of type “mpg” (1.5 Mb).] |

[Mm 4. 10 s animation of the CWT from Case D, 50 Hz. This is a file of type “mpg” (3.6 Mb).]

4. Wavelet spectra and spatial coherence

When the turbulent eddies responsible for wind noise are within the inertial subrange, as is
normally the case, the wind noise spectrum should have a power-law dependence £~ or /3,
depending on whether the dominant pressure disturbances are intrinsic to the turbulence or due
to flow stagnation.5 This behavior is expected for frequencies low enough that the responsible
eddies are much larger than the windscreen. At higher frequencies, when the responsible eddies
are smaller than the windscreen, a faster decay is expected since the microphone senses an
average of the pressure disturbances over the surface of the windscreen.®’ Heuristically this
averaging introduces an additional /2 diminishment,’ so the wind noise should decay as /'3
or £~ '3 in this region.

In the context of wavelet analysis, we can examine these relationships by calculating
the global wavelet spectrum, which is the average of the wavelet spectrum over time.* It is
analogous to the Fourier power spectrum. To obtain good spectral resolution, we calculate the
global wavelet spectrum with the DOG4 wavelet, which has better spectral resolution than
DOG1. Empirically, we found that DOG1 and DOG2 sometimes smooth away the spectral re-
lationships of interest, whereas DOG4 and higher provide fairly consistent results. The spectra
were calculated from the CWTs of the measured sound pressures in Pa. The wavelet amplitudes
were then divided by the standard reference pressure (20 wPa) and converted to dB. Hence they

represent sound pressure level filtered to the passband of the wavelets.
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Fig. 3. (Color online). Global wavelet spectra (dB re 20 uPa) corresponding to the five cases in Table 1. The
analyzing wavelet was DOG4.

Wavelet spectra for the center array microphone for each of these five cases are shown
in Fig. 3. Except for the extremely low wind case (E), the spectra consistently display a slope of
about /73 in at low frequency. For frequencies above several Hz, there is a transition to a
steeper slope. According to van den Berg7 this transition should occur near the frequency f,
=S.V/D, where S.=1/3 is a critical Strouhal number, D the windscreen diameter, and V the
mean wind speed. The data appear to be consistent with this prediction. At frequencies above
20—-30 Hz, the spectra for cases D and E cease to decay as in cases A and C. This is due to the
acoustic energy present in these cases (loud music and a propane cannon, respectively). A slight
inflection in the spectrum is also evident for cases A and C at 70—80 Hz. This is likely indicative
of acoustic background noise, but at a much lower level than in cases D and E.

Since the turbulent eddies propagate much more slowly than the sound waves, the
noise they produce is essentially independent of the direction to which a conventional delay/
sum beamformer is steered [e.g., Fig. 2(i)]. Hence the noise suppression generally attainable
with the microphone array (at a particular moment in time) can be characterized as the coherent
average of the individual signals without introducing delays for different steering directions. At
one extreme, if the wind noise happens to be the same at all microphones, the coherent average
would have the same average power as any of the individual microphones, and there would be
no noise suppression. If the signals are completely uncorrelated, it can be shown that the ex-
pected power in the coherent average is 1/N times the expected power at any single micro-
phone. Hence noise suppression should vary from 0 dB to 10 log;o N dB, depending on the
spatial correlation of the wind noise.

Figure 4 shows the noise suppression for several array configurations, as estimated
from the global wavelet spectrum of the coherent array average divided by the global wavelet
spectrum of the center microphone. The DOG1 wavelet was used. The configurations consid-
ered are the entire 49-clement array, a square four-element array with side length 0.304 m
(taken from the four microphones diagonal from the center microphone), and a square four-
element array with side length 0.914 m (taken from the four corners of the array). Based on the
previous discussion, the maximum noise suppression 10 log;, N dB is 16.9 dB for the 49-
element array and 6.0 dB for the four-element arrays. The best performance of the 49-element
array occurs around 12 Hz, where 13 dB suppression is obtained. For lower frequencies, spatial
correlation of the turbulence diminishes the suppression. At higher frequencies, particularly for
case D (with music), the spatial correlation increases due to the presence of sound waves. For
the four-element arrays, suppression is close to 6 dB in the mid-frequency range. At lower
frequencies, the larger array is less affected by spatial correlation of the turbulence.

5. Conclusions

The data reported here demonstrate that, within a particular frequency range, turbulent pressure
disturbances (wind noise) and sound waves have very different spatial structure. The turbulent
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Fig. 4. (Color online). Noise suppression for various array configurations as described in the text. Shown are results
for Cases A (dotted), C (dashed), and D (solid). The former two cases are predominantly wind noise, whereas the
latter case includes music.

disturbances are smaller, by about two orders of magnitude, than the sound waves. For micro-
phone separations smaller than the size of the turbulent eddies, the wind noise is substantially
correlated. Such spatial correlation diminishes the performance of typical beamforming algo-
rithms and is particularly an issue for compact acoustic arrays (those much smaller than the
acoustic wavelength). As the microphone separation increases beyond the eddy size, the wind
noise becomes nearly uncorrelated. Hence the design of a microphone array for outdoor use
should generally take into account the spatial structure of the wind noise as well as the acoustic
wavelength range of interest. Perhaps new processing algorithms, specifically designed to sepa-
rate propagating, nonplane-wave disturbances (wind noise) from propagating plane-wave dis-
turbances (sound waves), could be developed and would improve the performance of compact
arrays.
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Abstract: Detection and identification of concurrently spoken key words
was investigated using the Coordinate Response Measure corpus. On every
trial, listeners first had to explicitly detect callsign keywords in a multi-talker
stimulus (divided attention), and, if all callsigns were present, identify the
color and number words produced by one of the talkers (selective attention).
Increasing the number of concurrent talkers and the number of callsigns to be
detected each had a marked negative effect on detection and identification
performance. These findings indicate that, when memory involvement is lim-
ited, listeners cannot reliably detect more than two concurrently spoken
words in diotic listening.
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1. Introduction

In many communication settings a listener may need to attend to the speech of multiple concur-
rent talkers for potentially relevant information (e.g., an air traffic controller listening to the
calls of several pilots at once). Alternatively, at times, a listener may need to attend to the speech
of only one of several concurrent talkers. Despite a long-standing research interest in the factors
involved in these two tasks, known as divided and selective attention tasks, respectively (e.g., in
Spelke ef al., 1976; Broadbent, 1958), their full understanding is still lacking.

In recent years, divided and selective attention have been increasingly studied using
the Coordinate Response Measure (CRM) corpus (Bolia et al., 2000; Kidd ef al., 2005, Humes
et al., 2006, Gallun et al., 2007, Shinn-Cunningham and Thlefeld, 2004). This corpus combines
a large number of naturally spoken utterances with easily measurable performance levels. It has
become a useful tool for investigating a variety of practical and theoretical questions in situa-
tions closely approximating many real-life tasks. The corpus consists of utterances in the form
of “Ready (callsign) go to (color) (number) now.” There are eight callsigns, four colors, and
eight numbers. All 256 possible utterances in the corpus are spoken by eight talkers: four males
and four females. Listeners are usually asked to identify the color and number spoken by one or
more target talkers, typically identified by a specific callsign keyword.

In CRM-based studies, selective attention typically refers to the ability to identify the
color and number key words spoken by a single target talker. There are, however, differences in
the methods used to assess divided attention. In Brungart et al. (2001) divided attention referred
to listeners’ abilities to identify a target talker in a mixture of concurrent talkers based on a
single callsign key word. Shinn-Cunningham and Ihlefeld (2004) defined divided attention as
listeners’ ability to report the color and number key words from two concurrent talkers, regard-
less of the callsign. Others (Kidd ef al., 2005; Humes et al., 2006, Gallun et al., 2007) examined
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divided attention in a condition where listeners were asked to report the color-number coordi-
nates of a single talker in a mixture of talkers, but received the cue needed to identify the target
talker only after the offset of the stimulus.

Performance in these and most other CRM-based studies is measured based, almost
exclusively, on the color-number identification accuracy. However, this obliterates the distinc-
tion between the ability to detect the target callsign in a mixture and the ability to identify color
and number key words, even though the success of the latter is based on the success of the
former (unless the target talker is identified by location or vocal characteristics). In addition, the
previous CRM-based studies of divided attention differ substantially in the load placed on the
working memory, with those used in Brungart et al. (2001) being the least and Kidd et al.
(2005) and Humes et al. (2006) the most demanding. Thus, performance on a divided attention
task may vary based on the capacity and availability of a memory buffer which is used to tem-
porarily store the information (Cowan, 2001; Gallun ef al., 2007).

The present study introduces a task in which both divided and selective attention com-
ponents of a CRM-based task could be examined on the same trials. It explicitly differentiates
between the ability to detect a target callsign from the ability to identify color and number key
words, making it possible to manipulate divided attention separately from selective attention.
This provides an opportunity to assess performance costs associated with changing the divided
attention load on both callsign detection and color-number identification. Furthermore, the
rapid nature of callsign detection in the course of a single trial limits the listener’s ability to store
callsign information for later processing and minimizes memory involvement.

2. Method
2.1 Stimuli and design

The stimuli were based on the CRM corpus described above. The divided attention component
of CRM was measured as sensitivity to the callsign target words (d’), estimated from listeners’
ability to distinguish trials that contained one or more target callsigns from those that did not.
The divided attention load was manipulated by changing the number of callsign target words
listeners had to detect in a stimulus from one to three. Selective attention was measured using
overall accuracy of identifying color and number key words spoken by a single target talker.

There were three separate test sessions that differed in the number of callsign targets
that listeners were required to detect. In each of the three sessions one-half of the stimuli con-
tained the target callsign(s), while the other half of the stimuli did not. In all three sessions
listeners were instructed to identify the color and number key words spoken by the talker pro-
ducing the callsign ‘Baron,’ but only on those trials when they could hear every callsign speci-
fied as a target callsign for that session. In the first test session (1T), listeners were asked to
detect only a single callsign target (‘Baron’) in each stimulus. One half of the stimuli contained
one talker saying ‘Baron,” while the other half of the stimuli did not contain any utterances with
this callsign. In the second session (2T), the target callsigns were ‘Baron’ and ‘Hopper.” Listen-
ers were instructed to identify the color and number spoken by the talker saying ‘Baron,” but
only on those trials when they could hear both ‘Baron’ and ‘Hopper.” One half of the stimuli in
that session contained both target callsigns, while the other half of the stimuli always contained
one utterance with the callsign ‘Baron,” but no utterance with the callsign ‘Hopper.” In the third
session (3T), listeners were again instructed to identify the color and number spoken by the
talker saying ‘Baron,” but to do it only when they could hear all three callsigns: ‘Baron,” ‘Hop-
per’ and ‘Tiger.” Foil stimuli in this session always contained one utterance with the target call-
sign ‘Baron,” and one other utterance with either ‘“Hopper’ or ‘Tiger,” but not both. This compo-
sition of foil stimuli was implemented to ensure that listeners detect all target callsigns. The
masking utterances in all three sessions contained any of the five remaining callsigns in the
corpus.

The number of talkers and talker sex configuration were also manipulated in the
stimuli for each test session. There were eight different talker configuration conditions in the 1T
and 2T sessions and six talker configuration conditions in the 3T session, which did not contain
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Table 1. Talker sex configurations used in the study. Legend: 1T, 2T, and 3T are the first, second and third
experimental sessions, that had one, two, or three target callsigns, respectively; T=target (‘Baron’) talker; S/D
=same/different sex talker than the target talker; parentheses mark the talkers producing callsign targets.

No. of

Talkers

@;m 2 3 4 3 4 2 3 4
1T (T)D (T)DD (T)DDD (T)SD (T)SDD (T)S (T)SS (T)SSS
2T (TD) (TD)D (TD)DD (TS)D (TS)DD (TS) (TS)S (TS)SS
3T e (TDD) (TDD)D (TSD) (TSD)D e (TSS) (TSS)S

two-utterance conditions. The number of talkers in each stimulus was varied across conditions
from two to four. The differences among the talker sex configuration conditions were classified
based on the coding system developed by Brungart ef al. (2001), as shown in Table 1. The letter
“T” represents the target (‘Baron’) talker whose color and number words listeners had to iden-
tify in each of the three sessions. On half of the trials this talker was male and on half of the trials
female. The letter “S” represents a different talker of the same sex as the target talker, and the
letter “D” represents a different talker of a different sex than the target talker. The sex configu-
ration of the talkers producing the target callsigns in each session is indicated by parenthesis.
For example, a three-utterance stimulus in session 1T with a single target callsign ‘Baron,” in
which one masking talker was of the same sex and one was of a different sex than the ‘Baron’
talker, was coded (T)SD. However, a stimulus with a similar overall talker sex configuration in
the double-target session 2T, was coded as (TS)D, indicating that the talker producing the sec-
ond target callsign ‘Hopper’ was of the same sex as the ‘Baron’ talker, while a single masking
talker was of a different sex than the ‘Baron’ talker. Male and female talkers were equally rep-
resented across all talker-configuration conditions. Each talker-configuration condition con-
tained the total of 160 stimuli: 80 stimuli with the target callsigns and 80 foil stimuli. All utter-
ances in a stimulus had equal root mean square (rms) energy. To eliminate any differences
among talkers that may result from spatial separation, diotic stimulus presentation was used, as
in Brungart ef al., 2001. During presentation, the overall level of each stimulus was also ran-
domly roved in a 6 dB range in 1 dB steps.

2.2 Listeners and procedure

Seven paid female university students (mean age 22 years, range 18-25) served as listeners. All
were highly familiar with the task and procedure and had about 10 h of prior experience with
this task, such that an asymptotic performance was reached for both callsign detection and
color-number identification with single target callsign stimuli. All had passed a hearing screen-
ing and had thresholds lower than 25 dB hearing level at 250, 500, 1000, 2000, and 4000 Hz.
Each session lasted approximately 2—2.5 h.

The listeners were seated in front of a 17 in. liquid crystal display monitor in an acous-
tically treated sound booth. Stimuli were presented diotically through circumaural Sennheiser
HD250II linear headphones at 60—70 dB sound pressure level (the range is due to the roving
stimulus level). They responded to each stimulus using a graphical user interface that consisted
of an 8 X 4 matrix of colors and numbers displayed on the screen where each row represented a
number and each column a color. The numbers were colored according to their appropriate
column. The corresponding color was also written next to each number. The listeners used a
mouse to select the color-number response corresponding to that of the target utterance. Stimu-
lus presentation was listener paced. In the beginning of each session, each listener performed 40
practice trials that were not scored. Prior to each session, listeners were informed about the
percentage of foil stimuli included and were instructed to make a color-number response only
when they heard all target callsigns in the stimulus, and press a button labeled “No Target
Present” otherwise. A response was scored as a ‘hit’ when a listener made a color-number iden-
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Fig. 1. The mean identification accuracy (Panel A) and target callsign sensitivity (Panel B) in each talker-sex
configuration condition for each test session.

tification response (wWhether correct or incorrect) on a trial that contained all target callsigns for
that session. A response was scored as a ‘false alarm’ when a color-number response was made
on a trial that did not contain all target callsigns. Detection sensitivity (d) was computed based
on the proportion of hits and false alarms, converted to z scores. The value of d’ was measured
as the difference between the z scores for hits and the z scores for false alarms in each talker
configuration condition within each listener (Macmillan and Creelman, 2005).

3. Results

Listener color-number identification accuracy (P(c)) and callsign detection sensitivity (d") were
compared across the three sessions of the present experiment (Fig. 1). Analysis of variance on
arcsine-transformed percent correct color-number identification responses revealed a main ef-
fect of the number of target callsigns (F(2,12)=68.19, p<0.001) and talker configuration con-
ditions (F(5,30)=154.09, p<<0.001). There was also an interaction between these factors
(F(10,60)=13.348, p<0.001). Mean accuracy of color-number identification declined in each
of the talker configuration conditions as the number of callsign targets increased (mean P(c) of
50%, 34%, 11% correct for one-, two-, and three-target callsign conditions, respectively). The
identification accuracy also declined as the number of talkers in the stimulus increased (mean
P(c) of 69%, 27%, 19% correct, for two-, three-, and four-talker conditions, respectively). Thus,
both of these factors had a marked affect on identification accuracy. Furthermore, an increase in
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the number of talkers was associated with a decrease in the accuracy range. Across the six talker
configuration conditions with three or four talkers, the accuracy range decreased from 15% to
77% in 1T, 10%—-46% in 2T, and 5%-26% in 3T. This finding indicates that number of talkers
and talker sex configuration that differentiated these conditions had a consistently smaller in-
fluence on the overall performance as the number of target callsigns that had to be detected
increased. Nevertheless, the general pattern of effects of talker sex and number were similar
across the test sessions. When the sex of the ‘Baron’ talker was different from all other talkers in
the stimulus, color-number identification performance was the highest in every session, regard-
less of the number of the callsign targets.

The pattern of listener sensitivity to callsign target(s) across talker configuration con-
ditions was similar to the pattern of identification accuracy for the single- and the double-target
sessions (Pearson product-moment »=0.75, and r=0.54, respectively, p<<0.01). However, no
significant association between accuracy and sensitivity was found in the third 3T session, pos-
sibly due to floor effects. Similar to identification accuracy, there was a main effect of the num-
ber of target callsigns, i.e., listener sensitivity to target callsigns significantly declined
(F(2,12)=54.65, p<0.001) as the number of callsign targets increased. The mean d’ across the
six comparable talker configuration conditions (with three and four talkers only) were 2.12,
1.33and 0.39 in 1T, 2T and 3T, respectively. There was also a main effect of talker sex configu-
ration (F(1,6)=50.90; p<<0.001), and an interaction between talker sex configuration and the
number of target callsigns (F(10,60)=3.50, p<<0.001). Similar to identification accuracy, call-
sign detection consistently decreased as the number of talkers in the stimulus increased (i.e.,
mean d’ of 3.18, 1.52, and 1.03 for two-, three-, and four-talker conditions, respectively).

The results also indicate some cross-listener variability in the ability to process stimuli
with an increased divided attention load. Overall, there was a greater variability in the range of
callsign detection performance in the double and triple-target sessions (individual listeners’
mean d’ ranged 0.59-2.19 and 0.05-1.06, respectively) than in the single-target session
(1.86—2.64). In the double-target session, two of the seven listeners had mean d’ values below
one (0.82, 0.59, or z score of 1.2 and 1.6, respectively), even though their color-number identi-
fication accuracy was within the mid range of the other participants. This disparity between
their identification accuracy and detection performance may indicate that they continued to
detect primarily only a single target callsign ‘Baron’ when making their responses, and paid less
attention to other target callsigns. On the other hand, in the triple-target session one listener’s
detection sensitivity was above one (d’' =1.0.6, or z score of 2), while the rest of the participants’
d’ were less than 0.45. The same listener also had the highest callsign detection sensitivity in the
double-target session (d'=2.19, or z score of 1), while her identification accuracy remained
close to the mean for that session.

4. Discussion

These results demonstrate that increasing the divided attention load by varying the number of
callsign target words listeners need to detect in the stimulus has a twofold effect. First, it results
in a progressive decline in listeners’ ability to detect concurrently presented target callsigns,
with performance reaching near chance level with three callsign targets. Second, it leads to a
significant decrease in listeners’ ability to identify the color and number keywords spoken by
one talker. This second result is likely to be the direct consequence of the first because accurate
color-number identification requires accurate detection of the voice of the target talker based on
the callsign information. Thus, having to detect additional callsigns in the beginning of the
stimulus severely limits listeners’ abilities to selectively attend to the voice of a single (‘Baron’)
talker.

Several current attention models may be able to explain this finding. First, callsign
detection involves higher order cognitive processes because it requires speech processing and
lexical access. Thus, concurrently presented multiple callsigns may be simultaneously compet-
ing for the limited processing resources required for accurate detection (Bonnel and Hafter,
1998; Gallun et al., 2007). As the number of callsigns increases to three the processing re-
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sources are depleted and performance falls to near chance levels. One implication of this hy-
pothesis is that when the divided attention task does not involve the same processing resources
(e.g., if listeners were required to detect a specific talker rather than an additional callsign),
there should be little if any decrease in performance.

Second, the results may indicate working memory limitations. Due to the rapid online
nature of the task, listeners’ attention had to be switched to the color and number words spoken
by the target (‘Baron’) talker immediately after making a decision about the presence of the
target callsigns in the stimulus. Thus, a decline in sensitivity with increasing number of callsign
targets may be indicative of a processing bottleneck that results from the inability to perceive
the color and number words of one talker, while simultaneously examining a stored image of the
target callsign part of the stimulus. Alternatively, this can also be explained as an inability to
obtain and store an accurate image of the whole stimulus (either in sensory or processed form)
sufficiently long enough for a correct response. That is, the drop in target sensitivity with an
increasing number of callsign targets may indicate that the listeners did not have sufficient time
or processing resources to search the signal for all of the target callsigns and to determine the
vocal characteristics of the ‘Baron’ talker, or that the information in the memory image was
more degraded as the number of talkers in the stimulus increased. On the other hand, if listeners
could perceive the vocal characteristic of the target ‘Baron’ talker, they might not have been able
to detect the other target callsigns and switch their attentional focus to the voice of that talker in
time to be able to detect the color and number words.

The present experiment has quantitatively demonstrated the performance costs asso-
ciated with increasing divided attention load for the divided and selective attention components
of a single CRM-based task. It further confirmed the roles of several factors such as the number
of talkers and their physical similarity (sex configuration) that have been shown to affect di-
vided and selective attention (Kidd et al., 2005, Humes et al., 2006, Brungart et al., 2001,
Shinn-Cunningham and IThlefeld, 2004). However, in the present design, increasing the number
of talkers also led to the progressive decrease in the signal-to-noise ratio (SNR) because of
equal rms energy across all utterances in each stimulus. For example, the SNR for each target
utterance in two-talker stimuli was 0 dB, while the SNR for each target utterance in four-talker
stimuli was —9.5 dB. The additional masking energy associated with additional talkers could
also contribute to the decrease in performance. Overall, the number of talkers (and associated
SNR changes) and the number of targets had a similar negative effect on performance accuracy
and sensitivity. However, as Fig. 1 illustrates, performance consistently decreased with an in-
creased number of target callsigns even for the stimuli with the same number of talkers and
talker-sex configuration, suggesting some independence of the number of target callsign effects
from the other factors.

Strong correlations between target callsign sensitivity and identification accuracy sug-
gest that both divided and selective attention may be affected by similar stimulus parameters.
However, these correlations may also reflect the structure of the CRM task in which selective
attention performance (color-number identification) is dependent on the divided attention per-
formance (target callsign detection). To explore this possibility further, the divided and selec-
tive attention components of the task should be examined independently in future studies. The
results also show cross-listener variation in performing the divided attention task, which be-
came more pronounced as the divided attention load increased to three callsigns. This is con-
sistent with previous findings on auditory divided attention tasks (Yost ef al., 1996; Humes et
al., 2006), as well as with the larger body of individual differences literature which shows that
individual differences become more pronounced with increasing task difficulty (Dillon and
Watson, 1996). Finally, diotic listening conditions employed in the current study prevented lis-
teners from using spatial cues that have been demonstrated to aid the listener in perceptually
segregating each talker’s information (Cherry, 1953; Yost ef al., 1996; Shinn-Cunningham and
Ihlefeld, 2004; Kidd et al., 2005). The use of such cues may be expected to have a positive effect
on listeners’ ability to divide attention when attempting to perceive multiple concurrently spo-
ken key words. The effects of these factors need to be explored further before a more general
model of divided and selective attention costs can be established.
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New Fellows of the Acoustical Society of America

William A. Ahroon—TFor contributions Dimitry Donskoy—For contributions to William T. Eillison—For contributions
to communications in hostile acoustic physical, structural, and underwater to the effects of sound on marine organ-
environments. acoustics. isms.

Ronald L. Eshleman—For contribu- Anthony P. Lyons—For contributions to
tions to standards in shock and vibration. the effects of fine scale seafloor proper-

ties.

Masauuki Morimoto—For contribu-
tions to human spatial hearing.
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Jennifer Cornish is the recipient of the 2006
Stetson Scholarship

ASA member Jennifer Cor-
nish was selected the recipient
of the 2006-07 Raymond H.
Stetson Scholarship in Phonet-
ics and Speech Production. At
the time she was selected, Jen-
nifer Cornish was a graduate
student in the Department of
Linguistics at the University at
Buffalo.

She received a B.A. from
Oberlin College and an M.A.
from the University at Buffalo.
Her current work deals with

linguistic  issues related to
speech production.
The Stetson Scholarship,

which was established in 1998,
honors the memory of Profes-
sor Raymond H. Stetson, a pio-
neer investigator in phonetics and speech science. Its purpose is to facilitate
the research efforts of promising graduate students and postgraduates. The
scholarship includes a $3000 stipend for one academic year.

Applications for the award are due in March each year. For further
information about the award, please contact the Acoustical Society of
America, Suite INOI1, 2 Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org; Web: http://

asa.aip.org.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U. S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2008

Joint meeting of the Acoustical Society of America, Eu-
ropean Acoustics Association and the Acoustical Society
of France, Paris, France [Acoustical Society of America,
Suite INO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org].

9th International Congress on Noise as a Public Health
Problem (Quintennial meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise). Fox-
woods Resort, Mashantucket, CT [Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton, CT 06340-
1609, Tel: 860-572-0680; Web: www.icben.org. E-mail:
icben2008 @att.net.

156th Meeting of the Acoustical Society of America,
Miami, Florida [Acoustical Society of America, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; Web: http://asa.aip.org].

2009

157th Meeting of the Acoustical Society of America,
Miami, Florida [Acoustical Society of America, Suite
INOI, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; Web: http://asa.aip.org].

29 June—4 July

28 July-1 Aug

10-14 Nov

18-22 May

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U. S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite INOI1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index. Some indexes are out of print as noted below.
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Volumes 1-10, 1929-1938: JASA, and Contemporary Literature, 1937-
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10

Volumes 11-20, 1939-1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print

Volumes 21-30, 1949-1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75

Volumes 31-35, 1959-1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90

Volumes 36-44, 1964-1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.

Volumes 36-44, 1964-1968: Contemporary Literature. Classified by subject
and indexed by author. Pp. 1060. Out of Print

Volumes 45-54, 1969-1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 55-64, 1974-1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 (paperbound); ASA
members $25 (clothbound); Nonmembers $60 (clothbound)

Volumes 65-74, 1979-1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 (paper-
bound); Nonmembers $75 (clothbound)

Volumes 75-84, 1984-1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 85-94, 1989-1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 (paper-
bound); Nonmembers $80 (clothbound)

Volumes 95-104, 1994-1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 (paper-
bound); Nonmembers $90 (clothbound)

Volumes 105-114, 1999-2003: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp.616, Price: ASA members $50; Non-
members $90 (paperbound)
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